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Abstract

Marketing scholars increasingly use web scraping and application programming interfaces (APIs) to collect data from the internet.
Yet, despite the widespread use of such web data, the idiosyncratic and sometimes insidious challenges in its collection have
received limited attention. How can researchers ensure that the data sets generated via web scraping and APIs are valid?
While existing resources emphasize technical details of extracting web data, the authors propose a novel methodological frame-
work focused on enhancing its validity. In particular, the framework highlights how addressing validity concerns requires the joint
consideration of idiosyncratic technical and legal/ethical questions along the three stages of collecting web data: selecting data
sources, designing the data collection, and extracting the data. The authors further review more than 300 articles using web
data published in the top five marketing journals and offer a typology of how web data have advanced marketing thought. The
article concludes with directions for future research to identify promising web data sources and embrace novel approaches
for using web data to capture and describe evolving marketplace realities.
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The accelerating digitization of social and commercial life has
created an unprecedented number of digital traces of consumer
and firm behavior. Every minute, users worldwide conduct 5.7
million searches on Google, make 6 million commercial trans-
actions, and share 65,000 photos on Instagram (Statista 2021).
The resulting web data—enormous in size, diverse in form,
and often publicly accessible on the internet—is a potential
goldmine for marketing scholars who want to quantify con-
sumption, gain insights on firm behavior, and track social activ-
ities difficult or costly to observe otherwise. The importance of
web data for marketing research is reflected in a growing
number of impactful publications across all methodological tra-
ditions, including consumer culture theory, consumer psychol-
ogy, empirical modeling, and marketing strategy.

Researchers can use web scraping and application program-
ming interfaces (APIs) to efficiently collect web data at scale.
Web scraping is the process of developing software to automat-
ically collect information displayed in a web browser. For
example, researchers can scrape Amazon’s website to construct

data sets of online consumer reviews. Because many websites
and web apps are publicly accessible, data sets can be generated
without involving data providers. In contrast, some data provid-
ers also offer APIs for programmatic access to their internal
databases. For example, scholars can apply for academic
research access to retrieve data from the Twitter APIL
Researchers can also access a wide range of algorithms via
APIs. For instance, Google offers advanced image and video
recognition through its Cloud Vision API (for additional exam-
ples and explanations, see Table W1 in Web Appendix A).
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Data extracted from the internet, at first sight, might resemble
other organically generated data sets that address related
research questions (e.g., a firm’s clickstream data). Yet, collect-
ing web data for academic use in a highly automated manner
may prompt a set of novel and sometimes insidious validity
challenges. Validity concerns may arise from, among others,
(1) failing to capture contextual information in a rapidly chang-
ing environment (e.g., updates to the website’s data-generating
process), (2) not sufficiently aligning the psychological pro-
cesses of interest with the frequency of data extraction on
review platforms (e.g., the collected information does not
capture the time when the behavior occurred), (3) overlooking
the influence of algorithmic interference on e-commerce web-
sites (e.g., the effect of personalization algorithms on informa-
tion display), or (4) failing to retain raw website or API data
necessary for construct validation, sampling, and analysis.

Against this background, this article makes three interlinked
contributions. First, we develop a methodological framework
that highlights how addressing validity concerns arising from
web scraping and APIs requires the joint consideration of idio-
syncratic technical and legal/ethical concerns. Within market-
ing, guidance exists for collecting web data in the consumer
culture theory research tradition, particularly using netnography
(e.g., Kozinets 2002, 2020). A handful of articles address
selected challenges that occur during the automatic extraction
of web data (e.g., sampling; Humphreys and Wang 2018).
Outside of marketing, tutorials and books primarily focus on
technical details for the automatic extraction of web data (see
Table W2 in Web Appendix B). Yet, neither these resources
nor methodological articles in other disciplines (e.g., Edelman
2012; Landers et al. 2016) address the broad spectrum of valid-
ity concerns arising from the automatic collection of web data
for academic use. It is this void that our methodological frame-
work fills. In discussing the methodological framework, we
offer a stylized marketing example for illustration and
provide recommendations for addressing challenges research-
ers encounter during the collection of web data via web scrap-
ing and APIs.

Second, despite the use of web data in marketing for two
decades, no systematic review reflects on how it has and
could advance marketing thought. Importantly, understanding
the richness and versatility of web data is invaluable for scholars
curious about integrating it into their research programs. To
offer these insights, we have systematically reviewed more
than 300 articles in the top five marketing journals across two
decades that have used web data. We leverage our coding to
reveal which web sources have been considered and how data
have been extracted. The resulting typology of web data may
spark the imagination of researchers interested in generating
new marketing insights from web data.

Finally, we use our methodological framework and typology
to unearth new and underexploited “fields of gold” associated
with web data. We seek to demystify the use of web scraping
and APIs and thereby facilitate broader adoption of web data
across the marketing discipline. Our future research section
highlights novel and creative avenues of using web data that

include exploring underutilized sources, creating rich multi-
source data sets, and fully exploiting the potential of APIs
beyond data extraction. We particularly highlight the value of
web scraping and APIs for research streams that have not yet
embraced them at scale.

In what follows, we provide an overview of the use of web
data in marketing and document four pathways through which
web data have advanced marketing thought. We then introduce
our methodological framework to help researchers make sensi-
ble design decisions when automatically extracting web data.
We conclude with directions for future research.

Using Web Data to Advance Marketing
Thought

Across the top five marketing journals, marketing researchers
increasingly use information available on the internet. For
example, the share of web data—based publications has more
than tripled in the last decade, from about 4% in 2010 to 15% in
2020 (see the thick line in Figure 1). The growing use of web
data has been fueled by its increased accessibility and associated
time and cost savings. Most of the 313 identified web data—
based articles rely on web scraping (59%); APIs are used much
more sparingly (12%), and some articles combine web scraping
and APIs (9%). The remaining articles—especially netnographic
work—use web data but tend to extract it manually (20%). The
median annual citation count of articles using web data is 7.55,
compared with 3.90 for publications not using web data.

Some of the earliest uses of web data in marketing can be attrib-
uted to the development of netnography to study online communi-
ties (e.g., Kozinets 2002, 2001). Subsequently, the first quantitative
marketing scholars extracted web data at scale (e.g., Godes and
Mayzlin 2004). Today, all subfields—including marketing strategy
and consumer behavior—have embraced web data.

Online word of mouth and social media are the most prom-
inent domains of inquiry using web scraping (see Table W3 in
Web Appendix C). The most widely used data source in aca-
demic marketing research is Amazon (38 articles). Other prev-
alent sources are Twitter (30), IMDb (24), Facebook, and
Google Trends (both 22; see Table W4 in Web Appendix C).

Via a comprehensive literature review, we next identify the
four central pathways through which web data facilitate the cre-
ation of new knowledge in marketing.

Studying New Phenomena

Web data can boost the field’s relevance by enabling marketing
scholars to study novel phenomena. For example, initial work
using web data focused on novel online phenomena that
emerged at the beginning of this century, such as online conver-
sations (Godes and Mayzlin 2004) and the impact of consumer
reviews on sales (Chevalier and Mayzlin 2006). Web data are
well suited to provide fertile grounds for inductive research to
develop novel theories about emerging marketing phenomena
(e.g., brand public; Arvidsson and Caliandro 2016).
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Figure |. Increased use of web data in marketing (2001-2020).

Gathering data via web scraping or APIs often decreases the
time between the occurrence of a marketplace phenomenon and
the availability of data for academic research. This inherent
timeliness of web data continues to be an essential lever for mar-
keting scholars to advance our understanding of emerging sub-
stantive topics such as the sharing economy (e.g., Airbnb;
Zervas, Proserpio, and Byers 2017), access-based business
models (e.g., Spotify; Datta, Knox, and Bronnenberg 2018),
and fake online content (e.g., Anderson and Simester 2014).
More generally, web data enable researchers to weigh in on con-
temporary issues before any “conventional” data sets become
available, such as measuring the effect of pandemic lockdown
policies on consumption (Sim et al. 2022).

Boosting Ecological Value

Web data can create knowledge by allowing researchers to move
closer to marketing’s “natural habitat” (Van Heerde et al. 2021).
Some of the most used web sources contain commercial outcome var-
iables relevant to marketing stakeholders and are difficult or costly to
collect otherwise. Examples are sales (e.g., The-Numbers.com), sales
ranks (e.g., Amazon), online searches (e.g., Google Trends), and
donations (e.g., contributions to a Kiva project).

As web data can be collected unobtrusively, they can effec-
tively complement more controlled data collection methods.
Using web data, researchers can demonstrate that focal psycholog-
ical processes occur outside the confines of a controlled laboratory
environment and stylized experimental stimuli (Morales, Amir,

and Lee 2017). Consider, for instance, the controversy around
the decoy effect (Huber, Payne, and Puto 1982)—one of the
most prominent context effects in consumer behavior. Using
experiments, Frederick, Lee, and Baskin (2014) questioned the
robustness and practical relevance of the decoy effect. In response,
Wu and Cosguner (2020) built a panel data set from an online
diamond market using web data. Their work not only shows that
the decoy effect emerges in a high-stakes setting but also, more
importantly, reaffirms its practical significance by quantifying its
profit implications for the diamond retailer.

Another benefit of using web data to boost ecological value
is that they can often be collected without the data provider’s
direct involvement. Thereby, researchers can limit the interfer-
ence of data suppliers or collaborating firms to ensure that the
societal relevance of a particular research question is given pre-
cedence over business objectives (e.g., firms might be unwilling
to share data about the tracking tools they use on websites;
Trusov, Ma, and Jamal 2016). Further, using web data, research-
ers can ensure the publication of research findings, regardless of
how palatable they are to the organizations that are being studied.

Facilitating Methodological Advancement

As much of the data produced by consumers and firms is inher-
ently unstructured, extracting insights can be challenging (Wedel
and Kannan 2016). Thus, marketing researchers have leveraged
web data for developing methods that deal with and extract insights
from different types of unstructured data, such as textual, image,
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Table I. How to Create Knowledge Using Web Data: A Typology.

Primary Pathways of Knowledge Creation Using Web Data

Pathway |: Studying New

Pathway 2: Boosting

Pathway 3: Facilitating Pathway 4: Improving

Phenomena Ecological Value Methodological Measurement
Effect on ... Advancement
Consumers Toubia and Stephen (2013) test  Sridhar and Srinivasan Huang (2019) studies how Huang et al. (2016)

the motivations of users to
contribute content to social
media.

(e.g., social media
use, consumer
learning)

Organizations
(e.g., sales and
profits of firms,
donations to
nonprofits)

Other marketing
stakeholders
(e.g., market
reaction of
investors, public
health outcomes)

Chevalier and Mayzlin (2006)
demonstrate the impact of
online reviews on book sales.

Hermosilla, Gutiérrez-Navratil,
and Prieto-Rodriguez (2018)
examine how consumers’
aesthetic preferences create
biases in firms’ hiring decisions.

(2012) explore peer
effects in evaluating
online product reviews.

Wu and Cosguner (2020)
probe the prevalence
and profit implications
of decoy effects.

Blaseg, Schulze, and
Skiera (2020) examine
whether consumers are
protected against false
price advertising claims
on Kickstarter.

picture quality improves
due to consumer learning.

exploit within-user
variation to measure
how psychological
distances interact.

Datta et al. (2022) gather
national holidays across
14 countries and | |
years to capture
seasonality.

Kim and KC (2020)
explore the effect of
ads for erectile
dysfunction drugs on
birth rates.

Netzer et al. (2012) mine
user-generated content to
identify market structures.

Tirunillai and Tellis (2012)
develop novel online
metrics based on
user-generated content to
predict stock returns.

Notes: The table highlights illustrative and diverse examples of web data—based studies and corresponding outcome variables, cross-tabulated by four pathways
through which web data have advanced marketing thought (the columns) and three of the most studied actors in marketing research (the rows).

and video data. For instance, web data have fueled the rapid
improvement of automated text analysis (see Berger et al. 2020)
and the large-scale analysis of image and video content (e.g., Li,
Shi, and Wang 2019; Liu, Dzyabura, and Mizik 2020).

The availability of network data on the internet (e.g., friend
or product networks), along with outcome variables (e.g., posts,
likes, sales ranks), has further enabled the use and advancement
of methods for analyzing networks (e.g., Oestreicher-Singer
et al. 2013). Given their wealth and richness, web data have
also stimulated the development of novel methods that can com-
plement or replace traditional marketing research methods (e.g.,
using user-generated content to construct accurate multidimen-
sional scaling maps of brands; Netzer et al. 2012).

Improving Measurement

Web data can advance marketing knowledge by allowing
researchers to measure constructs more precisely and obtain
more valid inferences. For example, the collection of adequate
control variables is often difficult. To capture seasonality in pur-
chase patterns across a wide range of geographical markets and
calendar years, researchers have used APIs to construct contin-
uous (vs. dichotomous) variables that accurately reflect national
holidays (e.g., HolidayAPI; Datta et al. 2022). Web data also
allow researchers to efficiently operationalize new measures at
scale, such as weather conditions based on the location of
users’ IP addresses (e.g., Weather Underground; Li et al. 2017).

Relative to non-web data sources, researchers can collect
data on the behavior of many consumers and firms at higher fre-
quencies (Adjerid and Kelley 2018). Such data enhance statisti-
cal power, enable identification of causal effects, and facilitate
the examination of theoretically relevant variation within

individuals over time (e.g., how various psychological distances
shape review content for the same consumer; Huang et al. 2016)
or how effects unfold over time (e.g., the impact of video ele-
ments on virality over time; Tellis et al. 2019).

Summary

Table 1 presents a typology of the four central pathways through
which web data have advanced marketing thought. The typology
highlights web data-based studies that investigate key marketing
constructs across different entities, from consumers to organiza-
tions and other marketing stakeholders. For example, Toubia
and Stephen (2013) explored a new phenomenon (tweeting),
focusing on consumers (i.e., their motivation to tweet). These
pathways for knowledge creation from web data are not mutually
exclusive. Combining different pathways might be particularly
promising for making breakthrough contributions.

Next, we introduce our methodological framework, which
outlines an approach for making design decisions that enhance
the validity of web data collected via web scraping and APIs.
Researchers interested in learning more about the technical
details of automatically extracting web data can consult our cura-
tion of technical tutorials in Web Appendix B or the digital com-
panion to this article (available at https:/web-scraping.org),
which features a searchable database of all marketing articles in
the top five marketing journals using web data.

Methodological Framework for Collecting
Web Data

In automatically collecting web data using web scraping
and APIs, researchers make seemingly innocuous design
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decisions. However, as we will show, these decisions often
involve trade-offs about research validity, technical feasibility,
and legal/ethical risks' that are not always apparent. How
researchers resolve these trade-offs shapes the credibility of
research findings by enhancing or undermining statistical conclu-
sion validity, internal validity, construct validity, and external
validity (Shadish, Cook, and Campbell 2002).

We develop a methodological framework to provide guidance
for the automatic collection of web data using web scraping and
APIs. Figure 2 offers a stylized view of this process involving
three key stages—source selection, collection design, and data
extraction. Researchers typically start with a broad set of poten-
tial data sources and eliminate some of them as a function of
three key considerations—validity, technical feasibility, and
legal/ethical risks. These three considerations appear in the
corners of an inverted pyramid, with validity at the bottom to
underscore its importance. Given the difficulty in projecting
the exact characteristics of the final data set before it is collected,
researchers often revisit these considerations as they design, pro-
totype, and refine their data collection. Failure to resolve techni-
cal or legal/ethical issues might mean that web data cannot
inform the research question meaningfully.

Our framework deliberately focuses on collecting web data
rather than its subsequent analysis. Analyzing web data involves
many familiar methodological challenges encountered with organ-
ically generated data (e.g., cleaning to remove erroneous data or
create measures, selecting observations, addressing endogeneity).
However, approaches for the valid collection of web data are not
yet documented nor commonplace in marketing research.

The methodological framework—designed to guide the auto-
matic extraction of web data at scale—is agnostic to research par-
adigms. It is applicable to both deductive (i.e., identifying
compelling web data to test hypotheses) and inductive (i.e., observ-
ing interesting irregularities in web data to identify novel market-
ing concepts and/or novel relationships between constructs)
approaches to theory building. We next highlight the idiosyncratic
challenges encountered when collecting web data and summarize
solutions to these challenges in Tables 2—4. For expositional
clarity, we focus on web scraping in our text.” To illustrate
the key challenges encountered in designing the data collec-
tion, we gradually introduce a stylized marketing example
involving the collection of book reviews from Amazon.

Data Source Selection

A critical first step in the use of web data is selecting the data
source(s). We examine three challenges faced by researchers

! A comprehensive discussion of the legality and ethics of the automatic collec-
tion of web data is beyond the scope of this article. For a discussion of key
issues, see Landers et al. (2016) and Vanden Broucke and Baesens (2018,
pp. 181-86). As legal experts are unlikely to be familiar with the various deci-
sions that researchers make during data extraction, Web Appendix D provides a
list of concerns to consider when seeking legal counsel.

2 Our discussion largely extends to APIs, unless noted otherwise. For example,
with APISs, researchers use “endpoints” instead of “pages” (see Web Appendix A).

in this selection process. First, it is essential that researchers
explore the universe of potential sources (challenge #1.1).
Second, researchers need to consider the range of possible
extraction methods (challenge #1.2). Third, it is crucial to
map the context in which the data are generated (challenge
#1.3). Table 2 summarizes our recommendations for tackling
these challenges.

Exploring the Universe of Potential Sources
(Challenge #1.1)

In the absence of conventional gatekeepers (e.g., data provid-
ers), researchers can select from countless web data sources.
For example, there are 2.1 million online retailers in the
United States alone (etailinsights 2021). Further, websites and
APIs differ greatly in scope (e.g., number of users), data
quality (e.g., consistency), and retrievability (e.g., extraction
limits). Even within the same product category, data sources
differ vastly. For example, Amazon reports a book’s sales
rank (an aggregate outcome metric for product sales), whereas
Goodreads reports users’ reading behavior (an individual
outcome metric for consumers’ usage intensity).

Faced with a vast universe of potential sources, researchers
may be tempted to focus on familiar platforms only (Wells
2001). For instance, Amazon is the most used web data
source in marketing (see Table W4 in Web Appendix C).
Amazon might be a relevant source to extract book reviews,
given its broad assortment and user base. Yet, in other cases,
researchers might miss opportunities for identifying novel,
emerging marketing phenomena or conduct more compelling
theory testing without a thorough exploration of potential
sources. Researchers can avoid the pitfalls of defaulting to dom-
inant sources by actively considering a broad spectrum of web-
sites and APIs, ranging from highly popular (e.g., Amazon) to
less popular sources (e.g., Goodreads), from primary data
providers (e.g., YouTube) to data aggregators (e.g., Social
Blade), and from platforms with global reach (e.g., Twitter) to
more regional ones (e.g., Taringa!). Another strategy to move
beyond familiar sources is to adopt alternative perspectives.
For instance, researchers can consider websites or APIs that
are used by consumers, analysts, or managers. API directories
at GitHub or programmableweb.com can facilitate identifying
potentially relevant APIs.

A broad exploration of web data sources may lead researchers
to discover sources that may be more permissive for (academic)
data extraction or less likely to trigger ethical concerns. For
example, websites that do not require logging into the site to
reveal information are typically more scraping-friendly than sites
that first require registering a user account. In the case of
Amazon, researchers can obtain most information without
logging in and do not have to explicitly provide their agreement
to the website’s Terms of Service. To reduce legal (e.g., breaches
of contract, as researchers have provided explicit agreements to the
terms of service) and ethical (e.g., website users may consider their
data private) risks, researchers should refrain from creating fake
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Technical
feasibility

Legal and
ethical risks

Table 2

1. Source Selection

Has the universe of potential data
sources been sufficiently explored? (#1.1)

Have alternatives to web scraping been

Which information to extract? (#2.1)

How to sample? (#2.2)

Table 3

2. Collection Design

considered? (#1.2)

Have the complexities of the data context
been sufficiently mapped? (#1.3)

At which frequency to extract

information? (#2.3)

How to process the information during the

extraction? (#2.4) Table 4

3. Data Extraction

How to improve the performance of the
extraction? (#3.1)

Validity

How to monitor data quality during the
extraction? (#3.2)

How to document the data during and
after the extraction? (#3.3)

Figure 2. Methodological framework for collecting web data.

accounts to access information requiring a login. By explicitly
declaring their academic status (e.g., when registering at the site
using the institutional email address), researchers might be able
to diminish their exposure to legal risk.

When exploring web sources, researchers need to examine
whether theoretical constructs can be operationalized in a
valid manner (Xu, Zhang, and Zhou 2020). A healthy level
of skepticism is warranted when using idiosyncratic metrics
from APIs or websites. For example, researchers might be
interested in scraping the price tier of restaurants from
Yelp. Yet, it is not entirely clear how Yelp computes this
metric from individual consumer ratings.

To determine when to stop exploring sources, researchers
need to assess to what extent the selected source(s) improve(s)
on alternatives. One way to justify selecting a single web source
is the presence of unique features. For example, a researcher
studying how observers react to humor in reviews might
prefer Yelp to alternative platforms as it is the only source fea-
turing “funny” votes (e.g., McGraw, Warren, and Kan 2015). At
other times, researchers may be indifferent between potential
sources and can draw from multiple sources to boost the gener-
alizability of their findings (e.g., tweets and restaurant reviews;
Melumad and Meyer 2020). Collecting data from multiple
sources is often useful because even similar types of informa-
tion (e.g., consumer comments) may affect marketing outcomes
differently, depending on source characteristics (e.g., forums vs.
microblogs; Schweidel and Moe 2014). Data aggregators—
some of which offer authorized data access via APIs—facilitate
the collection of such multisource data.

Considering Alternatives to Web Scraping
(Challenge #1.2)

The popularity of web scraping may lead to the conclusion that
it should be preferred over other methods. However, some web

sources offer access to data via APIs (Chen and Wojcik 2016).
In general, extracting data via APIs is more scalable and less
likely to invoke the same level of legal risks compared with
web scraping. Although some sources offer unconstrained
APIs that do not require authentication, others require (paid)
subscriptions and authentication procedures. Some sources,
such as Twitter, have recently started offering APIs for aca-
demic research. In the case of Amazon, an API offering
access to consumer reviews is currently not available.

In addition to APIs, numerous other options exist for
researchers to obtain web data. For example, some data provid-
ers (e.g., Yelp, IMDDb), public data platforms (e.g., Kaggle, The
Dataverse Project), and researchers (e.g., McAuley 2021)
provide documented web data sets that can readily be used for
academic research. There are many potential use cases of
such data sets, but less than 5% of all web data—based articles
in marketing used such data sets. To avoid the pitfall of default-
ing to web scraping for data extraction, researchers can expand
their search by explicitly including terms such as “API” or
“data set download” in their search queries.

Mapping the Data Context (Challenge #1.3)

Relative to other frequently used archival sources in marketing,
web data entail large and often undocumented complexities.
Thus, it is critical that researchers map the data context, which
involves identifying relevant contextual developments that may
undermine the validity of the research if gone unnoticed.

First, mapping the data context may reveal changes in the
underlying data structure. For example, a major change in a
platform’s user interface may affect subsequent consumer
behavior. Second, mapping the data context enables
researchers to identify relevant pieces of information for col-
lection together with the focal web data. For example,
researchers may discover an external website (e.g., Statista)
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Table 2. Challenges and Solutions in Selecting Web Data Sources.

Challenge #1.1: Exploring the Universe of Potential Web Sources

As web sources vastly differ in quality, stability, and retrievability, researchers might be tempted to consider
dominant or familiar platforms only. A thorough exploration of the data universe permits compelling theory testing
and identifying novel, emerging marketing phenomena that may be difficult to notice otherwise.

Reason for importance

Solutions and best
practices

Assume the perspective of different stakeholders (e.g., consumers, analysts, managers) during the search
process

Browse through public APl directories (e.g., ProgrammableWeb, GitHub)

Broaden geographic search criteria (e.g., non-Western)

Identify adjacent data sources (e.g., using Google Trend’s “related search queries”)

Expand search to nonprimary data providers (i.e., aggregators, databases)

Carefully vet the provider’s description of relevant metrics

Determine the conditions necessary to access data (e.g., requirement to log in on a website, creating an API
key, subscribing to an API, possibility to signal academic status/scientific use)

Verify whether it is possible to opt out of firm-administered experiments or whether the site is accessible
without cookies

Use the website or make some initial APl requests to assess information availability (in the case of APls, assess
which authentication procedure is necessary to obtain data)

Challenge #1.2: Considering Alternatives to Web Scraping

Because web scraping is the most popular extraction method for web data, researchers may overlook alternative
ways to extract data. APIs provide a documented and authorized way to obtain web data for many sources. Some
sources also provide readily available data sets. Using such alternatives leads to time savings and minimizes exposure
to legal risk.

Reason for importance

Solutions and best
practices

Expand search by explicitly including terms such as “API” or “data set download”

Explore whether the source or third parties (e.g., public data platforms, researchers) offer data sets for
download and assess their terms of use

If a data source provides an APl and a website, understand the differences in what data could be retrieved from
them (e.g., by screening the APl documentation) and how well the API can be accessed (e.g., using packages)
Use stable versions of an API, and subscribe to a source’s APl support updates

Challenge #1.3: Mapping the Data Context
Web data are usually not accompanied by extensive documentation. ldentifying potentially relevant contextual
information early on is essential for the relevance and validity of the research.

Reason for importance

Solutions and best
practices

Screen blogs, press releases, a source’s software “changelogs,” or use Google’s reverse search to identify
important (technical) developments

Build an initial understanding of the presence of algorithms by visiting the source with different devices at
different times or by inspecting the site’s source code

Understand changes to the data-generating process (e.g., by studying changes over time using archive.org)
Inspect the robots.txt file and assess how the source requires users to agree to their terms of service (e.g.,
preferrable “browsewrap” vs. less preferable “clickwrap” agreements)

Scrutinize popularity, legitimacy, and business model of data sources (e.g., by using firm reports, stock filings,

news, and social media, other data providers like Statista)

* Explore forums where users of the source talk about the source (e.g., Reddit)

* Assess whether the data links to other data sets (e.g,, by spotting common IDs)

* Map out “worst-case” scenarios for research objectives in the case that the data source changes (e.g.,
discontinuation of an API, removal of a website)

that offers information about the composition of a focal data
source’s user base. If stored, such data could eventually be
used to detect changes in the composition of the user base
or verify the representativeness of the extracted data. Third,
mapping the data context may reveal unknown information,
potentially allowing researchers to discover novel research
opportunities. For example, researchers may use the (unex-
pected) launch of a new recommendation system at a music
streaming service as a natural experiment to investigate the
impact of recommendations on music consumption.

To understand and map the contextual complexity of web
data, researchers can immerse themselves in the ecosystem sur-
rounding the focal source by signing up and using the source,
tracking press releases, social media, and scanning the competi-
tive environment. Helpful tools include a search engine’s
advanced search features, newsletters, and alerts on leading busi-
ness and technology magazines (e.g., TechCrunch.com,
WSJ.com, FT.com). The website’s source code may also hold
valuable information about potentially relevant environmental
changes. Sometimes, researchers may also detect the presence



Journal of Marketing 86(5)

Table 3. Challenges and Solutions in Designing Web Data Collections.

Challenge #2.1: Which Information to Extract from Which Pages?

Validity Challenges [V]
*  Which information is necessary to justify construct
operationalization and allow analysis?
*  Which metadata might enhance internal and external
validity?
* Is information subject to algorithmic biases or missing data?
* Are there significant changes to the data-generating process?

Legal/Ethical Challenges [L]

* Is all of the required information publicly accessible, or is a
login required?

* Does the data contain personal or sensitive information, and
can subjects be identified?

* s there a sufficient scientific justification for using the data?

* How large is the overlap between the research objective and
the original intent of subjects disclosing the data?

Technical Challenges [T]
* s all infformation extractable?
* Are there any limits to iterating through pages or endpoints?
* Does the extraction software obtain information reliably?

Challenge #2.2: How to Sample?
Validity Challenges [V]
* s the sample size sufficient to effectively inform the research
question?
* To which population does the sample generalize?
* Is the sampling frame corresponding to the research
objective (e.g., randomness)?
* How prevalent is panel attrition?

Legal/Ethical Challenges [L]
* Does the data represent an excessive portion relative to all
data available?
¢ Can the data be obtained in similar forms elsewhere, or is
the research question only answerable with the targeted
data?
* Are some of the sampled units (potentially) vulnerable?

Technical Challenges [T]
* Is the required sample size technically feasible?
* Can external information (e.g., IDs) be consistently matched
to the data?

Solutions and Best Practices

Explore different types of pages to detect unique vs. identical
information [V]

Explore whether alternative ways to browse/navigate the site (e.g.,
URLs, clicking, scrolling, logging into the site) provides different or
reveals new information [T]

Explore how extraction methods (e.g., “headless” HTTP requests
vs. simulated browsing, different user agents, screen width, login
status, use of different packages) affect information display [V, T]
Assess the accuracy of timestamps (e.g., time zones) [V]

Save screenshots of pages that describe the calculation of metrics
(V]

Explore (temporarily available) information in the source code of a
website using the browser’s “inspect” tools [V]

Assess the presence of technical roadblocks (e.g., captchas) [T]
Assess how data was generated historically at the source (e.g., via
archive.org) [V]

Explore limits to iterating through pages [T]

Obtain information from various sources to reduce dependency on
data provider [L]

If possible, opt out of firm-administered experiments or block
cookies; alternatively, identify relevant metadata that can be used
to control for the presence of algorithms [V]

Solutions and Best Practices

Assess characteristics of the population (e.g., using secondary
sources) [V]

Explore options to sample directly from the source (e.g., from
different pages, randomization through filtering/searching,
obtaining usernames from forums, see also Neuendorf 2017 and
Humphreys and Wang 2018) [V]

Choose lists or pages that are not affected by algorithmic influence
(V]

Refresh sample (or use multiple types of sampled units) to assess
the stability of sample and counterbalance panel attrition [V]
Discard units from the sample to prevent data collection from
subjects falling under prohibitive national and supranational
legislation (e.g., GDPR) [L]

Explore external sources to inform the sampling frame [V], or
facilitate linkage [T]

Assess the efficiency of different navigation paths and their impact
on sample size [T]

Pseudo-anonymize or discard sensitive or personal information [L]
Ensure that no excessive amount of data (e.g., data on all users) is
collected (absolute volume, relative volume) [L]

Reexamine alternative sources to improve justification of data
extraction [L]

(continued)
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Table 3. (continued)

Challenge #2.3: At Which Frequency to Extract the Data?

Solutions and Best Practices

Validity Challenges [V]

* Is the extraction frequency in sync with the studied
phenomena?

* Is the refresh rate of the source sufficient?

* Is the data (thought to be archival) really archival?

* Is the information consistently available across all periods of
interest?

* Does the order and frequency in which information is
retrieved induce bias?

Legal/Ethical Challenges [L]
* Does the extraction frequency pose an excessive load on
the source?
* Does collecting more data at higher frequencies make the
data more sensitive?

Technical Challenges [T]
* Does the desired extraction frequency pose new technical
hurdles?
* How can the stability of data collection be guaranteed, and
different collection batches be distinguished?

* Explore the gains in collecting data multiple times rather than once
(e.g., in a “live” data collection) [V]

* Adhere to best practices in setting the extracting frequency (e.g.,
five requests per second for APIs, one request per two seconds for
web scraping) [L, T]

* Experiment with technical parameters (e.g., number of computers)
to balance technically feasible sample size and desired frequency of
data extraction [T]

* Formulate, test, and refine data source theory (Landers et al. 2016)
(V]

* Reinspect the robots.txt file to avoid exceeding retrieval limits for
selected pages [T]

* Consider randomizing extraction order for sampled units over time
(V]

* Consider (cost) implications for storage and computation time [T]

* Consider getting in touch with the data provider if the targeted
data set is infeasible to extract via web scraping or APIs [T, L]

* Devise a schedule for the automatic extraction of the data (e.g.,
using Windows Task Manager or Cron) [T, V]

Challenge #2.4: How to Process the Data During the Collection?

Validity Challenges [V]

Solutions and Best Practices

* Could erroneous processing lead to unexpected data loss?
* Could there be any significant scientific value in retaining the
raw data?

Legal/Ethical Challenges [L]
* Is the collected data in conflict with prohibitive laws (e.g.,
GDPR)?
* Is the collected data sufficiently secured from unauthorized
access?
» Is anonymization or pseudonymization required?

Technical Challenges [T]
*  Which storage facilities to use to accommodate the
expected data (size, location, format, encoding)
* Is normalization necessary?

* Retain raw data (e.g., HTML pages, JSON responses) whenever
possible [V, T]

* Always parse some minimal amount of data (e.g., timestamps) to
facilitate monitoring checks in real-time [V, T]

* Remove sensitive and personal information on the fly; if personal or
sensitive information is strictly required to meet the research
objective, consider pseudo-anonymizing (potentially via third
parties) [L]

* Verify data storage during collection meets legal requirements for
potentially sensitive or personal data [L]

* Ensure proper encoding of (non-English) characters, retain correct
digit separators and correct data format

of algorithms on the site that may threaten the validity of the col-
lected data. For example, Amazon’s product pages personalize
information based on which preceding products were viewed—
even without users logging into the site.

Designing the Data Collection

After narrowing down potential sources, researchers decide
which information to extract from them (challenge #2.1), how
to sample (challenge #2.2), at which frequency to extract the
information (challenge #2.3), and how to process the informa-
tion during the collection (challenge #2.4). Table 3 summarizes
these challenges and corresponding solutions.

Which Information to Extract? (Challenge #2.1)

In the absence of any “downloadable” data set, the first challenge
lies in deciding which information to extract from a source.

Researchers begin by browsing the web page to identify from
which pages to extract which information. In our Amazon
example, some of the most commonly used pages are product
pages (e.g., Chevalier and Mayzlin 2006) and review pages (e.g.,
Villarroel Ordenes et al. 2017). Generally, pages such as those
from e-commerce platforms contain information from the com-
pany’s database, offering researchers the opportunity to capture
some of the information available at a company. Collecting such
data involves iterating through a set of related pages (i.e., browsing
through many product pages and corresponding review pages in
our Amazon example) and saving the data as it becomes visible.
As the goal of websites like Amazon is rarely the provision of data
sets for academic research, it is often necessary to combine informa-
tion from different pages (e.g., book descriptions from the product
page and ratings from the review page). It is particularly difficult to
recognize the subtleties of available information, which makes the
decision from which pages to extract information challenging. For
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example, researchers interested in building a data set of book reviews
would find total ratings both on the product and review page, but only
the review page reveals all product reviews.” Yet, neither the product
nor the review pages contain all the biographical information avail-
able on a reviewer’s profile page. Widely exploring a website or
API is necessary for identifying information relevant for subsequent
analysis (e.g., construct operationalization). The amount and type of
information also often vary (e.g., depending on screen width or
whether the user is logged in). In this phase, researchers should
assess the degree to which the information could be considered per-
sonal or sensitive under different regulatory regimes (e.g., the
European Union’s General Data Protection Regulation [GDPRY]),
which may require planning measures such as pseudo-anonymization
of reviewer names. Researchers may also reassess whether all infor-
mation needs to be captured to meet the research objective. Suppose
reviewer names are strictly necessary (e.g., because they allow for
matching different sources). In that case, researchers can explore
whether the targeted web data source offers ways to exclude subjects
governed by prohibitive privacy regulations (e.g., by using filters).

An important threat to internal validity in any study involv-
ing web data is algorithmic interference (e.g., Xu, Zhang, and
Zhou 2020). The (visual) design of websites that facilitates
usability can undermine the validity of the collected data if
gone unnoticed and unaddressed. Especially when deciding
which information to extract, it is important to reexamine the
website or API for the presence of algorithms. For example,
the order in which the researchers in our example visited the
website while designing their data extraction could affect
which related books are displayed on the product pages on
Amazon. Other algorithms that often affect the display of data
on websites are sorting algorithms (e.g., by popularity or
mixed with sponsored search results) and filtering algorithms
(e.g., showing subsets of the data). Algorithmic interference is
often hard to detect without being sensitive to it. To account
for potential algorithmic interference, the researcher might
extract variables as part of an algorithm’s more extensive set
of input variables, which offers opportunities to control for
them in the empirical analysis (e.g., the order in which books
were extracted in our Amazon example).

Researchers also need to establish the intertemporal stability
of available information. Because the web is constantly evolv-
ing, the information on a page might not have been generated
via the same process over time, undermining the internal valid-
ity of the data. Some changes to sources are drastic enough to
alter how the data were created in the first place, introducing
measurement error (Weber 2018). For example, Amazon
shifted to a positive-only evaluation of reviews by removing
the “not helpful” vote button in 2018, and it no longer displays
“not helpful” counts next to reviews (Hanna 2018). This change
might have impacted review content (e.g., users writing shorter
review texts). Yet, researchers collecting data today cannot find
any traces of these “not helpful” votes. A tool for examining
changes to relevant information on a website is the Wayback

3 Table W6 in Web Appendix E contains URLs that accompany the Amazon
example.

Machine (archive.org). Researchers can use this tool to retroac-
tively inspect websites over time (e.g., Martin, Borah, and
Palmatier 2017) or submit their own website links for archiving.

Finally, collecting metadata that “annotates” the data collec-
tion enhances internal and external validity (e.g., storing the
timestamp of data extraction, whether an API request was com-
pleted successfully, or the IP address from which the data
request was made). Such metadata can be used not only for
diagnostic purposes but also to link the extracted web data to
other data sets. For example, in our Amazon example, the col-
lected data could be linked to other data using IP-based geolo-
cations (e.g., linking geolocation and web search data; Wang
and Chaudhry 2018) or timestamps (e.g., linking reviews to
stock prices; Tirunillai and Tellis 2012).

How to Sample? (Challenge #2.2)

A second challenge in designing the data extraction lies in decid-
ing how to sample from the data source. In particular, in the
absence of access to the data source’s entire database, it is difficult
or impossible to draw a random sample from the population (e.g.,
all products) available at the data source. Instead, researchers need
to devise their own sampling frame to reveal the units they want to
sample from the website (Neuendorf 2017). For example,
researchers could scan the site for an index of all products that
could inform their sampling. In our example studying reviews
at Amazon, multiple such indexes may be available. Should prod-
ucts be sampled from the bestseller page for books (so-called
exposure-based populations; Neuendorf 2017) or instead from
the category page for books (i.e., availability-based populations)?
Choices like this result in different data and may even invalidate
inferences, as sampling frames might inadvertently induce sys-
tematic bias (Humphreys and Wang 2018).

One common validity challenge in choosing how to sample is
determining how many units (e.g., books) are sufficient to inform
the research question. From a validity standpoint, it would be ideal
to collect information on the entire population (e.g., all books
available at Amazon). However, Amazon does not have an
obvious page to extract all books. Imagine that a research team
wanted to collect information about all marketing books sold on
Amazon. The bestseller page, for example, lists only the top
100 bestsellers. By manually changing pagination parameters in
the URL, the top 400 bestsellers can be revealed. Yet, this list
of 400 books neither constitutes the entire population nor repre-
sents a random sample of marketing books sold at Amazon.
Alternatively, when starting from the product overview pages,
these pages list an imprecise number of books (e.g., “over
60,0007"), which can only be viewed up to page 50. With each
result page featuring 24 organic search results, this approach
would produce 1,600 books per category at best. Thus, researchers
need to consider other ways to identify more books on Amazon,
such as searching for books using various keywords. To expand
the number of sampled units, researchers could collect data mul-
tiple times, use other keywords, or tweak search parameters to
reveal more data by requesting narrower subsets from the data-
base (e.g., only books published during a specific month).
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Even if a list of the population (e.g., all books) could be
retrieved, it may be infeasible to extract data within a reasonable
time frame. While sample size requirements are mostly con-
cerned with a researcher’s inferential goals (e.g., Lakens
2022), few articles make the resource constraints that affect col-
lecting web data explicit (e.g., Peng et al. 2018). For example,
with web data, a study’s sample size critically depends on tech-
nical parameters such as the number of computers used for data
extraction or the number of pages that need to be visited. We
illustrate how to calculate the technically feasible sample size
in Web Appendix F, which may effectively complement tradi-
tional sample size calculations commonplace in marketing.

As a result of these complications, researchers often restrict
their sample size. One way to motivate a compelling sampling
frame is to use external sources that can be linked to the web
data. For instance, the New York Times or Publishers Weekly best-
seller lists might be a starting point for sampling books (Chevalier
and Mayzlin 2006). An alternative approach focuses on internal
data available at the source itself. Researchers may have to allo-
cate substantial time to identify ways to sample from the focal
source. Sometimes, starting the data collection from a page unre-
lated to the focal pages of interest might facilitate collecting a
more representative sample (e.g., by reducing geographical
biases; Wang and Chaudhry 2018). For example, on Amazon,
researchers could first sample reviewers and associated demo-
graphic information (available at the user profile of reviewers)
and subsequently retrieve data on all reviewed products. Similar
to how researchers build network data from an initial set of prod-
ucts or users, the sampling units retrieved from an initial set of
pages can be considered seeds. In choosing seeds, researchers
should be cautious about drawing from vulnerable populations
(e.g., minors) or infringing on prohibitive privacy regulations.

At Which Frequency to Extract Information?
(Challenge #2.3)

Web data are nonstatic, as they change often or might disappear
altogether. Therefore, researchers need to consider at which fre-
quency to extract information. This decision encompasses
whether to collect data once or multiple times and when to run
(and potentially schedule) the data extraction. Consideration of
the frequency and schedule is challenging but required to
ensure the intertemporal stability of measurement, which is crit-
ical for internal and construct validity.

From a technical and legal perspective, it is most desirable to
extract data only once. Single extractions are less likely to rep-
resent a burden on the firm’s servers, and the extracted data
often only represent a limited snapshot of the entire database,
reducing the risks of copyright infringement. Further, such
data may be more likely to respect users’ “right to be forgotten,”
which is part of the privacy laws in some jurisdictions. Yet,
single data extraction might raise several validity issues that
can easily go unnoticed. For instance, in our example, research-
ers extracting book reviews once from Amazon will not be able
to identify whether any of the archival information has changed.
Only when extracting data multiple times can researchers sys-
tematically notice changes on the site, which may lead to the

identification of “fake” reviews that have been removed by
the platform (e.g., He, Hollenbeck, and Proserpio 2022).
More generally, researchers can compare information over
time to detect whether data that initially appeared to be archival
is truly archival (i.e., does not change over time).

Another concern is that a single extraction may not produce a
data set that adequately maps onto the focal processes of interest.
For example, suppose researchers in our example want to
examine whether a review by a so-called “Top 1000 Reviewer”
leads to more subsequent reviews from other users. However,
the researcher merely observes that the reviewer is a top reviewer
atthe time of data extraction. This does not necessarily imply that
this user had the same status when the review was first posted and
thus was most likely to affect subsequent reviewing behavior of
other users. Formulating and testing the essential assumptions
about the data, including the relation between the time of data
extraction and the focal (psychological) processes, is thus critical.
The formulation of such assumptions is called a “data source
theory” (Landers et al. 2016). Testing and refining the data
source theory helps take proactive steps to enhance internal and
construct validity. In the preceding example, it would thus be nec-
essary to collect data from these review pages closer to the orig-
inal posting date, ensuring that reviewers classified as “Top
Reviewers” had that status when their reviews became visible.

When extracting data more than once, automatic scheduling
can help ensure consistency and contribute to validity.
Scheduling is beneficial if the required information is only avail-
able in real-time. For example, sales ranks at Amazon are updated
hourly for popular products, and historical sales ranks cannot be
retrieved. Suppose researchers in our example were interested in
studying the sales performance of books over time. In that case,
they could repeatedly extract the books’ sales ranks from the
product pages at Amazon. Sometimes fixed intervals enhance
validity (e.g., every Monday, 8 a.M.). In other circumstances
(e.g., when collecting data from many pages), it may be better
to vary the starting time or weekday of the data extraction.

Another decision is whether to set an end date for the data
extraction. Collecting data over extended periods offers the
potential for researchers to build a programmatic stream of
research and stumble into unexpected natural experiments (e.g.,
Chen, Wang, and Xie 2011). Especially for longitudinal data col-
lections, continuing the data collection while the project is in the
review process brings numerous benefits, such as the ability to
update the data (e.g., a longer time frame, new measures). Yet,
concerns about technical feasibility (e.g., storage requirements,
continued availability of data source) grow as the data extraction
horizon extends. Similarly, from an ethical perspective, the
longer the data extraction, the greater the likelihood of potentially
identifying individuals via triangulation. Next to ethics, long-
term data collection also places a heavier load on servers, poten-
tially increasing exposure to legal risks.

How to Process the Information During the Extraction?
(Challenge #2.4)

As a final step in designing the data extraction, researchers
decide how to process the information while it is collected.
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Table 4. Challenges and Solutions in Extracting Web Data.

Challenge #3.1: Improving Performance
Reason for importance In scaling up the data collection, researchers might encounter new technical issues. For example, the data collection
could stop unexpectedly or proceed much slower than anticipated.
Solutions and best *  When scraping, use stable selectors (e.g., tags, classes, attributes, styles associated with particular information)
practices and make only selective use of error handling
*  When using APIs, choose a stable and supported version
* Attempt to reparse data from stored raw data if the extraction failed
*  Check for traces of being banned/blocked/slowed down by the website (e.g., by scanning the content that was
retrieved)
* Notify data sources about potential bandwidth issues with APIs
* Update the technically feasible retrieval limit, and recalculate desired sample size, extraction frequency, etc.
* Verify that computing resources are appropriate and reliable (e.g., scale up or down servers, verify that
database runs optimally)
* Move data to a remote (and more scalable) file storage or database
* Consider potential benefits from using cloud computing (e.g., for extended, uninterrupted data collection) vs.
benefits from local setups (e.g., due to security or privacy concerns)
* Budget the expected costs of APl subscriptions, cloud computing and data storage and transfer

Challenge #3.2: Monitoring Data Quality
Reason for importance Monitoring is critical to be timely alerted to data quality issues. Setting up a monitoring system allows researchers
to intervene before discarding data altogether.
Solutions and best * Logeach web request (i.e., URL call), along with response status codes, timestamps of when the collection was
practices started, and when the request was made
* Save raw data (i.e., source code of HTML websites), along with the parsed data for triangulation
* Verify whether the raw data was correctly parsed (e.g., for a sample of information, compare raw data and
parsed data)
*  Check file sizes or the number of observations at regular intervals
* Set up a monitoring tool to timely alert you to any future issues (e.g., based on the number of files retrieved or
requests made, file sizes retrieved, time the collection last ran, budget spent)
* Automatically generate reports on data quality (e.g., using RMarkdown)
* Record issue(s) in a logbook (e.g., in the documentation); especially if considered critical for data quality

Challenge #3.3: Documenting Data
Reason for importance Researchers are responsible for documenting the data set they produce from web data. Building documentation
during the collection is important to guarantee accuracy and completeness, which facilitates use, reuse, and
replicability.
Solutions and best * Maintain a logbook in which to note important events (e.g., when the collection broke down and why)
practices » Start writing the documentation in the early stages of collecting the data, and make use of templates (e.g.,
Datasheets for Datasets; Gebru et al. 2020)
* Keep and organize copies of relevant files (e.g., screenshots of the website at the time of data extraction, the
APl documentation, details on variable operationalization with summary statistics, information about the
context)
* Have a plan for long-term archival storage (e.g., re3data.org, The Dataverse Project, Zenodo), anonymization
(e.g., generating synthetic versions of sensitive data), and consider which license to use for the data (e.g,
Creative Commons)

Any kind of web data collection requires a minimal degree of
processing, given that the information is available in a comput-
er’s memory (e.g., in the browser or the software processing the
API output) and still needs to be stored in files or databases.
Thus, this processing step occurs before data sets are cleaned
or analyzed.

When deciding on how to process information during the
extraction, researchers must balance potential efficiency gains
from molding raw web data into readily usable data sets with
the potential threats to validity due to “on-the-fly” processing.
For example, in our Amazon example, researchers may be
tempted to remove seemingly unnecessary information (e.g.,
image links in reviews), apply text processing (e.g., removing

characters used as separators), or force specific information (e.g.,
prices) to be stored in a strictly numeric format. Such on-the-fly
processing promises to produce essential efficiency gains, as
the data set resulting from the extraction could directly be ana-
lyzed. However, because on-the-fly processing decisions are
usually made after the inspection of only a limited number of
pages in early prototypes of the data collection, it is difficult to
guarantee their correctness. For example, using our example,
what if the initial screening revealed only pictures posted in a
review, while the extensive data collection revealed the need to
capture video files? Given this and related challenges, keeping
the raw data (such as the source code of websites, API output,
or any media files loaded at the time of data extraction) is ideal
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from a validity perspective. For example, even if the data collec-
tion breaks, researchers could still process and use the informa-
tion after debugging their extraction code. Retaining the raw
data can also help reduce Type 1 errors by increasing transpar-
ency about researchers’ degree of freedom in collecting and pro-
cessing the web data. Yet, retaining the raw data prompts
significant concerns about the technical feasibility and ethical
risks. From a technical standpoint, storing the raw data might
require databases to retain their original structure and facilitate pro-
cessing, especially for projects involving many raw data files col-
lected over extended periods. Keeping all raw data might raise
questions regarding the right to store the raw data—especially if it
is not (pseudo-) anonymized before storage.

Finally, retaining the raw data allows researchers to refine
their extraction design at later project stages. For example, a
researcher might have collected Amazon reviews in 2018—
around the time of the removal of the “not helpful” voting
feature. Although extracting “not helpful” votes was not part
of the original extraction design, researchers would be able to
use the raw web data to examine the effect of the removal of
these “not helpful” votes.

Collecting the Data

After source selection and designing the data collection, research-
ers gradually transition to turning their small-scale prototype into
stable extraction software. In so doing, researchers face three
challenges. First, researchers may need to improve the perfor-
mance of their extraction software when operating it automati-
cally at scale (challenge #3.1). Second, they may need to
implement monitoring checks to be alerted to any issues arising
during extended data collections (challenge #3.2). Third,
researchers should compile information important for document-
ing the final data set (challenge #3.3). Table 4 contains a summary
of solutions and best practices to these challenges.

How to Improve the Performance of the Data
Extraction? (Challenge #3.1)

In scaling up their data extraction, researchers may notice that
the extraction software frequently breaks across a larger
number of pages or runs significantly slower than expected.
Such technical challenges, if unaddressed, have the potential
to undermine research validity (e.g., missing data, not meeting
sample size requirements). A practical solution to preempt
these and similar challenges involves capturing the focal infor-
mation in different ways and storing raw data—especially in the
early stages of data collection and for more ambitious, large-
scale web data collection projects. To track whether the extrac-
tion targets are met, researchers can log the (timestamped)
URLs of scraped pages and visualize the performance of the
extraction software over an extended period. The resulting
“effective” extraction frequency can then be used in recomput-
ing the technically feasible sample size (see Web Appendix F).
Novel web scraping services promise to handle technical diffi-
culties efficiently (e.g., ScrapingBee, Zyte).

How to Monitor Data Quality During the Extraction?
(Challenge #3.2)

As a next step, researchers consider which metadata can help
them diagnose issues with the data collection in real-time.
Especially when websites constantly change, monitoring the
health of web scrapers can be a tedious task. Researchers
should consider performance at a higher level (e.g., the file
sizes of extracted raw data) and lower level (i.e., the accuracy
of the information in resulting data files) to assess whether the
collection is proceeding as expected. When collecting over
long periods, automatic reporting can greatly facilitate monitor-
ing. Finally, alerts (e.g., via email or mobile) can help research-
ers detect predefined data issues quickly.

How to Document the Data During and After the
Extraction? (Challenge #3.3)

During the data extraction, researchers need to record relevant
information about the data in real-time. This is an essential
step in building documentation, enabling future data usage by
the researcher(s) who collected the data and other scholars.
Even after the data extraction has ended, researchers can contin-
uously refine the documentation as they become familiar with
the characteristics of the data (e.g., variables that were errone-
ously captured, missing values).

Accurate and comprehensive documentation is particularly
critical given that collecting web data tends to involve repeated
iterations between discovery (and often troubleshooting) and
confirmation (i.e., subsequent analyses that are outside the
scope of our framework). Designing web data extractions
requires a different mindset compared with experiments or archi-
val research. Unlike running experiments, the extraction
design for collecting web data may be in flux, even when the
collection is already running. Relative to traditional archival
research in which data sets are sufficiently annotated,
researchers are in charge of accurately recalling details about
the data collection. Such details encompass information
about the data composition (e.g., sampled units), extraction
process (e.g., annotated code, detected errors during the col-
lection), and processing details (e.g., applied cleaning steps).
The template of Gebru et al. (2020) provides a useful starting
point for building the documentation for a data set collected via
web scraping or APIs. Given that contextual changes are inev-
itable (see challenge #1.3), documenting the source’s institu-
tional background (e.g., screenshots, corporate blog posts,
API documentation) is crucial.

Future Research Opportunities with
Web Data

An unprecedented gold rush of web data has enriched the mar-
keting discipline for two decades—over 300 published articles
provide countless examples of impactful marketing insights
using web data. With the ever-increasing digitization of social
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and commercial life, it is hard to imagine that the heyday of this
gold rush might subside any time soon. Yet, are marketing’s
currently productive mines the only or the most promising
sources of marketing insights in the future? Which novel
approaches and technologies are necessary to capture and
describe evolving marketplace realities?

To identify directions for future research, we have reviewed
more than 300 articles to provide a snapshot of the current state
of web data in marketing. We use these insights to inform the
subsequent discussion, which we organize along the four path-
ways through which web data can advance marketing thought
(as summarized in Table 1). We supplement our discussion
with key elements from our methodological framework (see
Figure 2) and inspiring use cases from other disciplines.

Direction I: Identify New Web Data Sources

Next, we discuss how researchers can use source selection to
branch out to new or underutilized sources for studying emerg-
ing substantive topics. We also highlight how researchers can
design more complex, longitudinal, and multisource web data
sets to reveal otherwise invisible phenomena.

Draw from underutilized sources. Our review reveals that mar-
keting research draws from a somewhat concentrated list of
web sources (see Table W4 in Web Appendix C). We encour-
age researchers to focus on underused or niche sources
that have received limited or no attention in marketing.
Web data are often prized, as they allow for collecting
“consequential dependent variables from the ‘real world™”
(Inman et al. 2018, p. 357). Identifying new sources or novel con-
sequential variables constitutes a promising avenue for discovering
emerging phenomena.

Consider, for example, the twilight state of the nascent legal
cannabis industry in the United States. While more states are legal-
izing cannabis for medical and recreational use, the market value of
the legal U.S. cannabis industry was still less than a third of the
illegal market in 2020 (i.e., $20 billion vs. $66 billion; Franklin
2021). Using surveys, media coverage, and in-depth interviews,
marketing scholars have begun to explore how such legalized
markets emerge and seek legitimacy (Huff, Humphreys, and
Wilner 2021). Sociologists and organizational scholars, in turn,
have already used web data to compile intriguing data sets from
sources such as Weedmaps. Using these data, they examine, for
example, how existing medical cannabis dispensaries have reposi-
tioned themselves after the entry of recreational dispensaries (Hsu,
Kovéacs and Kogak 2019) or how consumers deal with potential
stigma transfer (Khessina, Reis, and Cameron Verhaal 2021). By
leveraging similar web data, marketing researchers could explore
intriguing marketing questions. For instance, how should brands
position themselves (e.g., brand personalities, emphasis on
product vs. service), depending on the strength of categorical
stigma? What are the potential public health and welfare implica-
tions of the increasing competition among cannabis dispensaries or
their growing social media activities?

In addition to being attuned to work in other disciplines, a
low-tech route for source exploration is provided by Similarweb,
which allows researchers to browse website rankings by region or
category. Given the broad accessibility of web sources worldwide,
the dominance of Northern American and European data sources is
surprising. Not a single article focuses exclusively on African web
sources, and only a handful of articles use some African data (e.g.,
Kiibler et al. 2018). Possible starting points for branching out into
these underexplored marketplaces could be popular websites such
as Nairaland.com (online community), bidorbuy.co.za (auction plat-
form), and Jumia.com.ng (e-commerce).

Build unique and rich data sets by drawing from multiple
sources. Most published marketing articles use web data gathered
from a single source. Only very few articles collect data from a
large number of web sources (i.e., 50 or more web sources).
Following the lead of these articles, we encourage marketing
researchers to envision unique data sets compiled from many
and diverse sources. For example, in economics, Cavallo
(2017) collected online and offline prices for individual
goods sold by 56 large multichannel retailers in ten countries
(i.e., United States, United Kingdom, Argentina, Australia,
Brazil, Canada, China, Germany, Japan, and South Africa)
between 2014 and 2016. This “Billion Prices Project”
(bpp.mit.edu; Cavallo and Rigobon 2016) exemplifies how
creative and ambitious data collection from diverse web
sources can fuel entire research programs. Especially if suffi-
ciently documented, such web data are poised to unearth
new fields of gold for the marketing discipline.

Rediscover frequently used sources. As researchers decide which
information to extract (see challenge #2.1), they may overlook
novel information on sources they already know. Therefore, refo-
cusing on different information may also reveal how to study novel
phenomena on frequently used sources. Adopting a “discovery
mode” may reveal that phenomena of high societal relevance
such as gender or racial issues are occurring at frequently used
sources such as TripAdvisor (Proserpio, Troncoso, and Valsesia
2021), Kickstarter (Younkin and Kuppuswamy 2018), and
DonorsChoose (Agarwal and Sen 2022). For example, in entrepre-
neurship, Younkin and Kuppuswamy (2018) scraped Kickstarter
information to examine whether male African American founders
are less successful in crowdfunding. Researchers in marketing, in
turn, could build on these and similar ideas to explore whether
biases exist in other online market exchanges.

Alter the extraction frequency. Another promising lever for explor-
ing emerging phenomena is the extraction frequency (challenge
#2.3). In most articles, the data were extracted once (e.g., on a
single occasion). Extracting data once is sufficient for many
research objectives, such as demonstrating the prevalence of
a phenomenon in the marketplace (e.g., Tonietto and Barasch
2020). Yet, researchers can also uncover novel marketing phe-
nomena by creatively envisioning web data sets that only reveal
the phenomenon if the information is extracted multiple times.
For example, He, Hollenbeck, and Proserpio (2022) leverage
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the observation that Amazon removed certain reviews to study the
market for “fake” reviews. Specifically, they combine repeatedly
web-scraped data from Amazon with hand-coded data from large
private groups on Facebook used to solicit fake reviews to
examine the short- and long-term impact of such rating manipula-
tions. This example illustrates that data imperfections (e.g., data
modifications discovered when mapping the data context, see
challenge #1.3) can be opportunities to pose novel research ques-
tions rather than merely nuisances that warrant correction.

Direction 2: Harvest the Versatility of Web Data to
Boost Ecological Value

As a second direction for knowledge discovery, web data are
often used to increase the ecological value of marketing
research by complementing carefully controlled experiments.
Triangulating findings generated via different methods is fruit-
ful. Yet, there are many other underutilized avenues for how
researchers can select and extract web data to infuse ecological
validity into experiments and other types of marketing studies.

Infuse ecological validity into experimental stimuli. By carefully
selecting websites and APIs, researchers can enhance the ecological
validity of their experiments (e.g., through more realistic or diverse
stimuli and measures). This enormous potential has hardly been
realized in marketing, particularly at scale (for a creative smaller-
scale application, see Moore [2015]). Social psychologists demon-
strate the full potential of such an approach. Consider, for example,
Howe and Monin (2017), who scraped 87 real-world profiles of
doctors (including their fitness habits) from the website of a
health insurance provider. These profiles served as the foundation
for a novel stimulus-sampling paradigm wherein participants in
experiments were presented with randomly selected subsets (i.e.,
five fitness-focused and five non-fitness-focused profiles). In
doing so, the authors first ground the phenomenon in the field
(i.e., that doctors signal their fitness habits) and then use stimuli
created from real profiles to demonstrate that overweight and
obese individuals are less likely to choose fitness-focused doctors
for their own care. Such triangulation and the creation of larger
and more representative samples of naturalistic stimuli enhance
the replicability and generalizability of experimental effects
(Judd, Westfall, and Kenny 2017). The experimental paradigms
in core marketing topics (e.g., branding, advertising, pricing) and
methods (e.g., lab experiments, conjoint studies) could benefit
from similar applications to mimic real marketplaces. For instance,
branding or advertising researchers might develop stimuli based on
data extracted from sources like crowdfunding platforms or Bing’s
Image Search API (e.g., brand logos, ads, and slogans).

Run self-administered field experiments via APls. While field
experiments continue to be prized for their realism and high
ecological value (Van Heerde et al. 2021), very few published
marketing articles use APIs to run field experiments
(e.g., Lambrecht, Tucker, and Wiertz 2018; Toubia and Stephen
2013). There are many untapped opportunities to run field exper-
iments administered by researchers rather than cooperating

partners (e.g., firms or charities). Using APIs to run field experi-
ments gives researchers more control over the design and debrief-
ing processes and allows for monitoring of granular participant
behavior over longer periods. Thus, web data—based field experi-
ments potentially produce more precise effect sizes and allow
researchers to capture long-term effects (Gneezy 2017). In such
experiments, researchers might randomly assign users to different
treatments, such as adding (vs. not adding) followers on Twitter
(Toubia and Stephen 2013) or assigning (vs. not assigning)
Reddit’s Gold Awards to user posts (Burtch et al. 2022). By gath-
ering high-frequency data via APIs, researchers can analyze how
experimental treatments influence outcomes such as posting or
the creativity of user-generated content. Alternatively, APIs can
be leveraged to infuse realism into experiments, as embodied in
Liu and Toubia (2018), who developed “Hoogle,” a mock
search engine that relies on APIs offered by Google but only dis-
plays organic search results that are not altered based on previous
user queries. We foresee many more creative future applications of
web data to facilitate such field experimentation.

Direction 3: Adopt New Metrics and Methods for
Generating Marketing Insights

A core topic in marketing research is to develop marketing metrics
that can guide managerial decision making. Traditionally, many
metrics have been based on offline information and established
data providers (e.g., Farris et al. 2010). Given the continued
growth and diversification of web data, it is tempting for marketing
managers to focus more on web data for managing firm growth
and profitability. Yet, deciding which information to select and
extract for marketing insight is challenging (see challenge #2.1).
More research is needed to help managers avoid succumbing to
the streetlight effect (i.e., an “overreliance on readily available
data due to ease of measurement and application, irrespective of
their growth objective”; Du et al. 2021, pp. 164-65). But, how
can researchers get started?

Explore which web sources provide cheaper, faster, or better
marketing metrics. Over the last decade, scholars have begun
to explore which types of web data could proxy or improve
on existing core marketing metrics. For example, managers
may use search data extracted from Google to spot trends in
the relative importance of their firm’s product attributes,
which is more cost effective than traditional methods (Du,
Hu, and Damangir 2015). Mining Twitter data provides
cheaper, real-time, and more actionable measures and insights
about brand reputation than existing survey-based metrics like
the Brand Asset Valuator data from the advertising agency
VMLY&R (Rust et al. 2021). Yet, in other circumstances,
readily and cheaply available web data might not be a good sub-
stitute for more expensive or established proprietary data
sources to uncover market structure (Ringel and Skiera 2016).

An exciting direction for future research is to explore what web
data sources should be selected or combined to generate marketing
insights that fuel firm growth. For instance, many novel metrics rely
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on textual data (Berger et al. 2020). This focus limits applications to
markets using the same language employed by the original method
(i.e., mostly English). Future research could explore what other
types of web data might enable the creation of metrics and insights
that allow real-time monitoring and managing diverse global
markets. What insights can managers draw from differences and
commonalities between the volume of different kinds of internet
searches available via Google Trends (e.g., web search vs. image
search vs. Google Shopping vs. YouTube search)? Alternatively,
what insights about consumer preferences (or any other stake-
holder) can be extracted from short videos posted on platforms
such as TikTok?

Operate APl-based microservices. A fascinating opportunity
arises from providing microservices via APIs to marketing
stakeholders. This means that researchers not only use APIs
to retrieve data but can also operate their own APIs to examine
real marketplaces (e.g., using rplumber.io in R). Researchers in
data science, for example, offer firms a framework for testing
multiarmed bandit policies via APIs while at the same time gath-
ering field experimental data (Kruijswijk et al. 2020). Marketing
researchers could use similar API-powered microservices to
study emerging topics such as recommendation systems (and
resulting biases) or tap into a firm’s customer relationship man-
agement system to validate new customer churn models. At a
small scale, researcher-powered APIs could lower the entry bar-
riers for firms to experiment with novel algorithms that have not
yet been implemented in major software packages.

The provision of APIs provides access to novel types of data,
while also increasing the timeliness and ecological value of such
data. For example, consider the differences between web data col-
lected by a web scraper and the underlying clickstream data stored
in the company’s database. The website may merely show aggre-
gate statistics about the number of reviews posted. At the same
time, the underlying clickstream data also feature information on
every website visit (e.g., time, IP address). As with self-
administered APIs, researchers define which information a
company should submit (e.g., as input to a recommendation algo-
rithm). Thus, researchers can gain access to unique firm data that
are otherwise difficult to obtain. For example, large-scale studies
with image and video data are still scarce in marketing. Offering
image and video analysis as microservices may generate knowledge
discovery for new image sources, such as GIFs used in social media

(e.g., Giphy).

Direction 4: Exploit Efficiency Gains to Improve
Measurement

Web data also have advanced marketing by improving measure-
ment by efficiently collecting diverse variables. Therefore, as a
fourth direction, we discuss how web data can improve mea-
surement across the discipline, particularly by rejuvenating
interest in core marketing topics (e.g., market orientation, adver-
tising; for an overview of these topics, see Jedidi et al. [2021]).
Relatedly, researchers can also leverage APIs to effectively

integrate algorithms for processing unstructured data at scale
into empirical analyses (Wedel and Kannan 2016).

Leverage web sources to describe diverse online and offline
behaviors. Most marketing articles gather web data to describe
and examine behavior occurring online. As documented in
Table W4 in Web Appendix C, many of the used sources in
marketing are focused on online consumer behaviors, such as
e-commerce websites (e.g., Amazon), online reviewing plat-
forms (e.g., Yelp), social media sites (e.g., Twitter), and
search engines (e.g., Google Trends). Relatively less research
has focused on firm behavior online. Yet, by doing so, research-
ers could explore many core marketing constructs (e.g., service
orientation, sustainability). For example, researchers could sys-
tematically collect information available on the websites of
many firms to analyze which organizational factors influence
how firms signal their service orientation (e.g., employees’
digital presence; Herhausen et al. 2020) or environmental cre-
dentials (e.g., the B Corporations certification; Gehman and
Grimes 2017) to customers and other stakeholders.

We encourage marketing researchers who have not yet used
web data in their research to consider websites and APIs as valu-
able, rich, and timely sources to exploit the increased digitiza-
tion of all forms of behaviors—not only online behavior. A
recent example of bringing web data into an established
“offline” research stream is Homburg, Theel, and Hohenberg
(2020), who scraped the annual reports of more than 8,000
firms from AnnualReports.com between 1998 and 2016. Web
sources contain historical information about periods, even
long before the web in its current form existed (e.g., 1998 in
this case). The authors subsequently use these reports to
develop a novel text-based measure of marketing excellence
derived from firm letters to shareholders. Many other untapped
online sources (e.g., job posting platforms) offer new insights
into how firms communicate their marketing capabilities to
external stakeholders beyond consumers, such as prospective
employees, social activists, and investors.

Particularly for the marketing—finance interface, the web fea-
tures many understudied forms of investor-facing communica-
tion that are ripe for collection at scale. For example, which
type of marketing topics besides marketing excellence (e.g.,
marketing capabilities, brand positioning, pricing) should top
management emphasize to investors to increase firm valuation
during investor relations presentations, investor days, or earn-
ings calls? Researchers could also examine the relative impor-
tance of the content versus the delivery (e.g., the tone of the
speaker on the recording of an investor day; see Wang et al.
2021). Such multimodal data can also benefit the inferences
made in established research streams.

Embrace APIs for better measurement. APls offer many opportu-
nities for improving measurement—some of which are unexpected.
For example, consumer researchers planning to run longitudinal
studies might consider APIs for automating processes for managing
participants at scale, thereby reducing the operating costs (and
potentially boosting sample size). The Amazon Mechanical Turk
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API and the various Prolific Academic APIs (e.g., Study API) are
good starting points for running multiwave studies.

APIs also enable much more than just retrieving data. For
example, to reduce validity concerns in long-term data collec-
tion, researchers can use the Pushover API (https:/pushover.-
net/api) to send monitoring alerts to their smartphones. The
API of Amazon Web Services allows for the orchestration of
virtual computing infrastructure (e.g., to capture data from dif-
ferent countries). Another fruitful avenue in which APIs are cur-
rently underused in marketing is facilitating stimuli selection.
For example, a classic area of inquiry in marketing is how
(background) music affects product and brand perceptions and
choices (e.g., Bruner 1990). In 2022, background music is
quite different (e.g., self-chosen, more diverse use cases).
Researchers could use the Spotify Web API to select stimuli
from millions of mood, sleep, or study playlists, thereby discov-
ering perfect “lookalikes” that only differ on one focal attribute
(e.g., tempo) but not on other acoustic attributes available at the
API (e.g., valence, loudness). Even in this simple example, there
might be a substantive interest in better understanding the effect
of new background music on consumption choices, especially
given the shift to working and studying from home.

Concluding Thoughts

Web data have unearthed many fields of gold in marketing.
However, extracting data for generating relevant and valid
research insights is challenging. Our article highlights validity
concerns that require the joint consideration of idiosyncratic
technical, legal, and ethical questions. We introduce a novel
methodological framework (Figure 2), offer practical solutions
(Tables 2-4), and outline directions for future research to
enable researchers to create impactful and credible marketing
knowledge. While our focus is primarily on authors, our work
also spotlights crucial validity concerns to scholars reviewing
web data—based research and practitioners interested in deriving
accurate and actionable marketing insights from web data.

We hope that our work encourages marketing scholars to inte-
grate web data into their research programs. While web data often
provide compelling answers to the question, “Assuming that this
hypothesis is true, in what ways does it manifest in the world?”
(Barnes et al. 2018, p. 1455), this does not imply that web data
are relevant for all research projects. Web data sources tend to
feature a large N (i.e., many users) with many V (i.e., different
pieces of information for potential variables) observable over a
large T (i.e., many observations over extended periods of time
and at a very granular level; Adjerid and Kelley 2018). Yet, collect-
ing web data via web scraping or APIs provides limited information
about the browsing behavior of individuals on the website that led to
the creation of the data in the first place. Significant synergies exist
by enriching clickstream stream data capturing such browsing pro-
cesses with web data retrieved from web scraping and APIs (e.g., Li
et al. 2020).

Our work aims to bridge entrenched training silos (e.g.,
between quantitative marketing and consumer behavior). We
encourage scholars to further integrate and leverage existing

best practices with regard to the collection and analysis of
web data (e.g., preregistration, addressing endogeneity). There
is significant untapped potential for collaborations across meth-
odological traditions to explore and exploit new fields of gold.
Collecting valid web data can enable marketing as a discipline
to enhance its relevance and assert intellectual leadership on
important emerging substantive topics that are also increasingly
studied in fields such as computer science, information systems,
and management science (Moorman et al. 2019).

We would be remiss not to mention the nonmonetary costs of
collecting web data via web scraping and APIs. While browsing
the web is (mainly) free, researchers should not assume that col-
lecting web data is costless. The prototype of a data collection
can be ready and running in a matter of hours. Yet, researchers
will often find out that the data collection does not work entirely
as intended or encounter some of the challenges discussed in our
methodological framework. Just like with any other method, the
devil is in the details.

Web data democratize data access and make our discipline more
inclusive for scholars who would otherwise find it difficult to obtain
access to data. To further reduce entry barriers, it would be helpful
to create incentives (e.g., journal space) for rich web data sets and
their documentation, like the Billion Prices Project (Cavallo and
Rigobon 2016). Similarly, authors can make their algorithms or
data available for other researchers by sharing code publicly or
deploying API-based microservices that can increase their
methods’ adoption and offer unique opportunities for field experi-
mentation. In summary, web data present a golden opportunity to
examine important marketing questions, now and in the future.
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